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1. Introduction

During recent years much attention has been
devoted to the problem of identification of
time-varying systems. To cite some examples,
in [9, 17] Kalman filter based algorithms
for estimation of time-varying parameters
are presented and stability and convergence
results are derived. A discussion about
performance of recursive least squares identi-
fication and related adaptive control can be
found in [5, 6] while in [19] identification of
time-varying systems is investigated in the
framework of information-based complexity.
Neural networks and Markov chain Monte
Carlo based identification strategies are
proposed in [20, 10]. A more recent topic
includes also the study of the so called linear
parameter-varying models, originally intro-
duced in [13], where the system coefficients
are rational functions of the parameters.
Applications of such models to robust gain
scheduling problems can be found in [14, 1].
In [11] an instance of the problem with state
measurements and one parameter is shown
to be equivalent to a linear regression while
in [3] the identification problem is solved
in terms of input/output and parameter
trajectory data.
While all the papers mentioned above are
concerned with discrete-time models, this
paper considers a class of linear state space
systems with parameters evolving according
to a continuous-time Gauss Markov process.
We also assume that such stochastic process
admits a state-space representation and that
the parameter trajectory is not accessible
to direct measurements. Our problem is

to reconstruct such trajectory from a finite
set of nonlinearly related output data. The
novelty of the paper is first to show how
this continuous-time identification problem
can be embedded under the framework of
Tikhonov regularization and reproducing
kernel Hilbert space (RKHS) theory [2, 18].
Next, we exploit such theoretical connections
to derive a novel identification algorithm
which may exhibit significant computational
advantages with respect to those procedures
that rely upon discretizations of the temporal
axis. The current work can also be seen as an
extension to state-space models and general
RKHSs of that presented in [4].
Recent papers in control literature have stud-
ied function estimation problems from the
perspective of regularization by assuming a
linear relationship between the unknown map
and the measurements, see e.g. [8, 12, 15, 16].
In this work we instead consider a nonlinear
function estimation problem in an infinite-
dimensional context and this naturally raises
additional and delicate issues. For instance,
establishing existence of the optimal trajec-
tory of the time-varying parameters is far
from trivial. To overcome these difficulties,
the first part of our work will be devoted
to the development of a new compactness
result related to RKHSs embedded in spaces
of continuous functions. Recent work on
this subject has lead to results that show
pre-compactness of unit balls of RKHSs
in the sup-norm (uniform) topology, see
e.g. Section 5 in Chapter 3 of [7]. In this
paper, we will demonstrate that every scalar
Gaussian process that admits a state-space



representation is isometrically isomorphic to
a RKHS whose unit ball is compact in the
uniform topology. This result is key since it
will allow first to derive conditions on the
system to be identified which ensure existence
of the solution to the problem. Next, it will
exploited to design an efficient numerical
procedure for system identification. Our
algorithm reconstructs the optimal param-
eter trajectory by generating a sequence of
finite-dimensional Tikhonov-type regulariza-
tion problems whose solutions converge in
the sup-norm topology to that of the original
infinite-dimensional problem. In particular,
the compactness result guarantees that an
accurate approximation of the continuous-
time trajectory can be captured by subspaces
whose dimension may turn out to be small
with respect to the size of observed data.
This may thus render the proposed numerical
scheme extremely efficient.
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